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ABSTRACT

The Cattaneo–Vernotte model has been widely studied to take momentum relaxation into account in transport equations. Yet, the effect
of reactions on the Cattaneo–Vernotte model has not been fully elucidated. At present, it is unclear how the current density associated
with reactions can be expressed in the Cattaneo–Vernotte model. Herein, we derive a modified Cattaneo–Vernotte model by applying the
projection operator method to the Fokker–Planck–Kramers equation with a reaction sink. The same modified Cattaneo–Vernotte model can
be derived by a Grad procedure. We show that the inertial effect influences the reaction rate coefficient differently depending on whether
the intrinsic reaction rate constant in the reaction sink term depends on the solute relative velocity or not. The momentum relaxation effect
can be expressed by a modified Smoluchowski equation including a memory kernel using the Cattaneo–Vernotte model. When the intrinsic
reaction rate constant is independent of the reactant velocity and is localized, the modified Smoluchowski equation should be generalized to
include a reaction term without a memory kernel. When the intrinsic reaction rate constant depends on the relative velocity of reactants, an
additional reaction term with a memory kernel is required because of competition between the current density associated with the reaction
and the diffusive flux during momentum relaxation. The competition effect influences even the long-time reaction rate coefficient.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0167010

I. INTRODUCTION

In the conventional theory of diffusion-influenced reactions,1

diffusive motion under a potential is expressed by the Smoluchowski
equation and the reaction is taken into account by setting proper
boundary conditions or adding a reaction sink term to the Smolu-
chowski equation.1 The latter approach is inevitable for taking into
account long-range reactions, such as energy-transfer, and electron
transfer in the Marcus inverted region.2–4 For localized reactions,
the effect of the reaction can be taken into account either by set-
ting a boundary condition or introducing a reaction sink term
with the reflecting boundary condition at the contact distance.5,6

Although the conventional approach has been successful for study-
ing most reactions in condensed phases, the more detailed motion

of solutes should be taken into account to study reactions at shorter
timescales compared with the solute velocity correlation time or to
study collision-induced reactions.7,8

The most straightforward method to assess the short time
and/or the effect of collision-induced reactions can be to per-
form Langevin dynamics simulations, molecular dynamics simula-
tions, or Monte-Carlo simulations.9–17 For analytical approaches,
reactions under ballistic transport at short times and diffusive
transport at long times can be most simply formulated using
the Fokker–Planck–Kramers equation (i.e., the Fokker–Planck
equation in phase space).16,18–28 The formulation using the
Fokker–Planck–Kramers equation is inevitable when a reaction is
induced by collisions, where the intrinsic reaction rate constant for
the Fokker–Planck–Kramers equation depends on the relative veloc-
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ity of the reactants.16,20–28 However, setting the boundary conditions
to describe reactions in the Fokker–Planck–Kramers equation is
not straightforward.22–27,29–31 Here, we note that a collision-induced
reaction can be taken into account by adding the delta-function
reaction sink term into the Fokker–Planck–Kramers equation.21

Systematic perturbation expansion in terms of the reaction sink term
can be carried out.

We present two approaches to eliminating velocity variables
from the Fokker–Planck–Kramers equation with a reaction sink
term. One approach is based on decoupling between the con-
figurational distribution and momentum distribution, where an
equilibrium Maxwell (Gaussian) distribution is assumed for the
momentum. The second approach is based on the projection oper-
ator method with perturbation expansion. We show that the both
approaches lead to the same modified Smoluchowski equation that
includes a memory kernel and reaction sink terms. Using the decou-
pling approach, we also obtain differential equations for the density
and current density. The differential equation for the current density
can be regarded as the modified Cattaneo–Vernotte equation, where
the inertial effect is modeled as a Markovian relaxation of the cur-
rent density. The Cattaneo–Vernotte equation was modified, with
an additional term added to account for collision-induced reactions.

In the absence of a potential, the standard Cattaneo–Vernotte
equation32–34 reads

∂

∂t
j(r, t) = − 1

τD
[j(r, t) +D ∂

∂r
ρ(r, t)]. (1)

Hereafter, ρ(r, t) denotes the non-equilibrium pair correlation func-
tion (the concentration field of one reactant species at the position r
at time t around a reactant partner at the coordinate origin divided
by the bulk concentration value) and j(r, t) is the associated cur-
rent density. Corresponding arguments are the mutual separation
vector r and time t given in the augmented configuration space
R

3
r × {t > 0}; τD and D denote the momentum relaxation time and

the mutual diffusion constant, respectively.
We show that the Cattaneo–Vernotte equation must be

modified by the coupling with reaction as,

∂

∂t
j(r, t) = − 1

τD
[j(r, t) +D ∂

∂r
ρ(r, t) − τDRv(r, t)], (2)

where the explicit expression for the term τDRv(r, t), representing
the influence of a collision-induced reaction on the relaxation of the
current density, will be given below.

The modification of the Cattaneo–Vernotte equation may be
ignored when the intrinsic reaction rate constant in the reaction
sink term of the Fokker–Planck–Kramers equation is indepen-
dent of the solute relative velocity. Casting into the form of the
Cattaneo–Vernotte equation clarifies physical interpretations of the
effect of a collision-induced reaction on the current density. In addi-
tion to the Cattaneo–Vernotte equation, we show that the continuity
equation is modified by a reaction sink term,

∂

∂t
ρ(r, t) = − ∂

∂r
⋅ j(r, t) − R(r, t), (3)

where the last term indicates an influence due to the reaction rate
R(r, t).

Note that in our previous paper,8 we called the system of
Eqs. (2) and (3) “diffusive Cattaneo system.” It is noteworthy that
Eq. (3) is an exact equation representing the conservation law,
whereas the standard Cattaneo–Vernotte equation [Eq. (1)] is essen-
tially a constitutive equation, being an approximation based on
linear relaxation to local stationarity. Performing the known Kac’s
trick with the Cattaneo–Vernotte system of Eqs. (2) and (3),35 dif-
ferentiating Eq. (3) with respect to t and applying the divergence
operator to Eq. (2), we can eliminate j(r, t) and derive the so-called
telegraph equation for ρ(r, t) alone:

τD
∂
2

∂t2
ρ(r, t) + ∂

∂t
ρ(r, t) = D ∂

2

∂r2
ρ(r, t) − R(r, t)

−

∂

∂t
R(r, t) − τD ∂

∂r
⋅ Rv(r, t). (4)

If the last two terms are not included, only one reaction sink
term remains; the resultant equation has been called the hyper-
bolic reaction-diffusion equation.7,36,37 If the last term is dropped,
the equation is called the reaction–telegraph equation and has been
studied.8,36,38–40 We show that the reaction–telegraph equation is
appropriate when the intrinsic reaction rate constant in the reac-
tion sink term of the Fokker–Planck–Kramers equation is indepen-
dent of reactant velocity, such as in cases of electron transfer and
energy transfer. Our derivation can be regarded as a microscopic
approach in which a reaction at the contact distance is considered.
The reaction–telegraph equation has been studied in both meso-
scopic and microscopic approaches.8,36,38–40 We emphasize that the
last term in Eq. (4) is inevitable for collision-induced reactions and
influences the long-time rate coefficient.

II. FOKKER–PLANCK–KRAMERS EQUATION
WITH A REACTION SINK TERM

Assume that the origin of the coordinates is located at
the center of a reactant and σ indicates a contact reaction dis-
tance. Let us consider the generalized non-equilibrium pair cor-
relation function f (r,v, t), where r indicates the relative con-
figuration vector between reactants and v stands for the rel-
ative velocity. Thus the function f (r,v, t) is defined in the
augmented phase space (r,v, t) ∈ {r ∈ R3

r : ∣r∣ > σ} ×R3
v
× {t > 0}.

The Fokker–Planck–Kramers equation with a reaction sink term
introduced to incorporate the effects of a reaction reads as

D

Dt
f (r,v, t) ∶= ∂

∂t
f (r,v, t) + (v ⋅ ∂

∂r
−

1

μ

∂U

∂r
⋅

∂

∂v
) f (r,v, t)

= [ ∂

∂v

1

τD
⋅ (v + kBT

μ

∂

∂v
)] f (r,v, t) − R(r,v, t),

(5)

where the Fokker–Planck–Kramers operator is separated into a
streaming and a collisional part in parentheses on the left hand
side and in square brackets on the right hand side, respectively.
D/Dt denotes the material derivative. For the subsequent study it
is convenient to rewrite Eq. (5) as follows:

∂

∂t
f (r,v, t) = (ℒ0 +ℒ1) f (r,v, t), (6)
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whereℒ0 is the Fokker-Planck collision operator,

ℒ0 =
∂

∂v

1

τD
⋅ (v + kBT

μ

∂

∂v
) (7)

andℒ1 is defined by

ℒ1 =ℒL − R(r,v, t), (8)

usingℒL representing the streaming term:

ℒL = −v ⋅
∂

∂r
+

1

μ

∂U

∂r
⋅

∂

∂v
. (9)

In Eq. (5), U(r) is an interacting potential, τD = μ/ξr is the momen-
tum relaxation time constant, where μ and ξr are the reduced mass
and the reduced friction coefficient, respectively,8 kB is the Boltz-
mann constant, T is the absolute temperature; R(v, r, t) is the
reaction sink term, whose explicit expression is given below. We
consider isotropic systems, and introduce the unit normal vector to
the reaction surface, n = r/r.

Consider the case when the reaction does not occur; i.e. in
Eq. (5) R(r,v, t) ≡ 0. Posing the reflecting boundary condition for
Eq. (5) we integrate it over v. In this way the continuity equation is
obtained by assuming that f (r,v, t) tends to zero exponentially fast
as ∣v∣→∞. As shown in Appendix A, using the divergence theorem
for the continuity equation, Eq. (5) should be supplemented with a
reflecting boundary condition expressed by

∫ dvn ⋅ v f (σ − ε,v, t) = 0, (10)

when the velocity components are integrated out, where σ indicates
a contact distance and ε indicates a small positive value; later, we take
the limit of ε→ 0. ε > 0 is introduced to avoid interference between
reflection and reaction sink term represented using a delta-function
set at σ as shown below. The reflecting boundary is set at the radius
σ − ε to ensure that not a half but the wholemagnitude of the reactive
sink term can be taken into account by the delta-function set at σ; the
reflecting boundary condition approaches to σ by taking the limit of
ε→ 0. Hence, f (r,v, t) is conserved by setting the reflecting bound-
ary condition when R(r,v, t) ≡ 0 and, conversely, the reaction term
breaks the conservation of f (r,v, t).

For collision-induced reactions without reflection at a contact
distance σ in isotropic systems, the reaction sink term can be written
as

R(r,v, t) = Ri(r,v, t)
4πr2

δ(r − σ). (11)

Ri(r,v, t) is given by25

Ri(r,v, t) = −4πσ2n ⋅ vθ(−n ⋅ v) f (r,v, t), (12)

where θ(x) is the Heaviside step function; θ(x) = 1 for x ≥ 0 other-
wise zero. Equation (12) indicates that inward fluxes characterized
by vz = n ⋅ v ≤ 0 are perfectly absorbed. Here, the perfectly absorb-
ing boundary condition is defined in phase space, which should
be distinguished from the perfectly absorbing boundary condition

in configuration space; the density at σ is zero by imposing the
perfectly absorbing boundary condition in configuration space.1 In
phase space, we need to take into account the ultimate escape from
collision if the condition given by vz > 0 is satisfied.

For collision-induced reactions with a partially absorbing
boundary condition at a contact distance σ, we introduce the fraction
of reactive flux fr(∣vz ∣)with 0 < fr(∣vz ∣) ≤ 1. Equation (12) should be
generalized to

Ri(r,v, t) = −4πσ2n ⋅ v fr(∣vz ∣)θ(−n ⋅ v) f (r,v, t). (13)

The boundary condition for collision-induced reaction without
reflection can be obtained when fr(∣vz ∣) = 1. When Ri(r,v, t) is
independent of v, Eq. (5) posed earlier is applied; this equation has
been studied explicitly for long-range reactions.20

III. CATTANEO–VERNOTTE MODEL

Here we shall introduce the Cattaneo–Vernottemodel by defin-
ing ρ(r, t) and j(r, t) by the zeroth and first moments of the infinite
moment equations for f (r,v, t)41,42

ρ(r, t) = ∫ dv f (r,v, t), (14)

j(r, t) = ∫ dvv f (r,v, t), (15)

respectively. Although only the first two moments are considered,
our method belongs to the Grad procedure, where the orthogo-
nality relation of Hermite functions is used as a moment closure
method to an infinite hierarchy of kinetic equations for the Hermite
moments;43,44 our results can be systematically extended to higher
orders. Besides, the other systematic method may also be applicable
here.45 Using Eq. (5), we find

∂

∂t
ρ(r, t) + ∂

∂r
⋅ j(r, t) = −∫ dvR(r,v, t). (16)

By multiplying v to Eq. (5) and integrating over v, we obtain

∂

∂t
j(r, t) = − 1

τD
[j(r, t) + τD(∫ dvv

∂

∂r
⋅ v f (r,v, t)

+

1

μ

∂U

∂r
ρ(r, t) +∫ dvvR(r,v, t))]. (17)

For isotropic systems, the reflecting boundary condition can be
written in terms of j(r, t) as

n ⋅ j(σ − ε, t) = 0, (18)

from Eq. (10).
We define the diffusion coefficient ∥Dij(t)∥ using,41

ρ(r, t)Dij(t) = τD ∫ dvvivj f (r,v, t), (19)

where vi = v ⋅ ri/∣ri∣ and vj is defined in the similar manner.
Equation (17) can be rewritten as
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∂

∂t
ji(r, t) = − 1

τD

⎡⎢⎢⎢⎢⎣ji(r, t) +∑j
∂

∂rj
Dij(t)ρ(r, t)

+

τD
μ

∂U

∂ri
ρ(r, t) + τD ∫ dvviR(r,v, t)]. (20)

When the velocity distribution is in equilibrium at the initial
time, we introduce a decoupling approximation,

f (r,v, t) = ρ(r, t)geq(v), (21)

where geq(v) indicates the Maxwell (Gaussian) distribution of

velocity. Ignoring the hydrodynamic interactions effects, we can
express the translational diffusion tensor [Eq. (19)] using the
Einstein relation as

Dij = τD ∫ dvvivjgeq(v) = Dδij , (22)

where δij is the Kronecker delta and

D = τD
kBT

μ
.

Thus, Eq. (20) can be simplified as

∂

∂t
j(r, t) = − 1

τD
[j(r, t) +D( ∂

∂r
ρ(r, t) + 1

kBT

∂U

∂r
ρ(r, t))

+ τD ∫ dvvR(r,v, t)]. (23)

Equations (16) and (23) constitute the Cattaneo–Vernotte differen-
tial model extended to include a reaction.

For collision-induced reactions in isotropic systems, we obtain

∂

∂t
ρ(r, t) + 1

r2
∂

∂r
r
2
jr(r, t) = −κρ(r, t)δ(r − σ)

4πr2
, (24)

∂

∂t
jr(r, t) = − 1

τD
[jr(r, t) +D( ∂

∂r
ρ(r, t) + 1

kBT

∂U

∂r
ρ(r, t))

− τDκrρ(r, t)δ(r − σ)
4πr2

], (25)

where κ is defined by

κ = −4πσ2 ∫ dvn ⋅ v fr(∣vz ∣)θ(−n ⋅ v)geq(v), (26)

and κr satisfies κ⃗ = κrn, where κ⃗ is defined by

κ⃗ = 4πσ2 ∫ dvvn ⋅ v fr(∣vz ∣)θ(−n ⋅ v)geq(v). (27)

In Eq. (23), the term τD∫dvvR(r,v, t) indicates the influence of a
collision-induced reaction on the relaxation of the current density.
The current density relaxes toward the steady-state quantity denoted
by js(r):
js(r) = −D( ∂

∂r
ρs(r) + 1

kBT

∂U

∂r
ρs(r)) − τD ∫ dvvRs(r,v), (28)

where the subscript denoted by “s” indicates the steady-state
quantity. The last term in Eq. (28) can be expressed as

τD ∫ dvvRs(r,v) = −τDκ⃗ρs(r)δ(r − σ)
4πr2

, (29)

with κ⃗ given by Eq. (27). κ⃗ should be an outward vector at σ when
v is the inward velocity induced by a collision-induced reaction
because −n ⋅ v should be negative to have a non-zero value because
of θ(−n ⋅ v). Later, in Eq. (34), we show that κr > 0. The result
κr > 0 indicates a positive correlation of the velocity vector and the
inward normal component of the velocity vector at the contact dis-
tance. Equation (28) indicates that the inward current density is
reduced by the positive correlation at the contact distance. In a
steady state, the reduction of the inward current density is given by
the last term in Eq. (28), which shows the outward current density.
The sign of the last term in Eq. (25) is chosen accordingly.

When fr(∣vz ∣) = fr, where fr is a constant satisfying 0 < fr ≤ 1,
Eq. (26) is simplified to

κ = −4πσ2 ∫ dvn ⋅ v frθ(−n ⋅ v)geq(v). (30)

We choose the z-axis in the Cartesian coordinate for expressing v∥v = (vx, vy, vz)∥ in the direction of n. In this coordinate, we have

n ⋅ v = vz and ∫ ∞−∞dvzθ(−vz) ⋅ ⋅ ⋅ = ∫ 0
−∞

dvz ⋅ ⋅ ⋅ . Using the explicit
expression

geq(v) = ( μ

2πkBT
)3/2 exp(− μv2

2kBT
) (31)

with v
2
= v

2
x + v

2
y + v

2
z , we find using Eq. (22) 11,16,24,25,46 that

κ = 2σ2
√

2πkBT

μ
fr = 2σ

2

√
2πD

τD
fr. (32)

We also calculate κ⃗:

κ⃗ = 4πσ2 fr ∫ dvv(n ⋅ v)θ(−n ⋅ v)geq(v). (33)

When evaluating κ⃗, we choose the z-axis in the Cartesian coordinates
for expressing v in the direction of n and find κ⃗ = κrn with

κr =
2πσ2kBT

μ
fr = 2πσ

2 D

τD
fr, (34)

where Eq. (22) is used. Equation (33) can be interpreted as the
correlation between the velocity vector and the inward normal com-
ponent of the velocity vector at the contact distance. Equation (34)
with Eq. (25) indicates that the correlation at the contact distance is
positive and reduces the inward current density.

The perfectly absorbing boundary condition for a collision-
induced reaction implies that all inward fluxes lead to a reac-
tion and that the reflected outward fluxes are zero at the reactive
boundary.30,47 In this case, a half-Gaussian distribution, where the
velocity component in the outward direction at the reactive bound-
ary is set to zero, has been introduced. In general, the velocity vector
projected to n in the negative direction is absorbed and the Gaussian
distribution can be distorted. Determining the proper distribution
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requires another approach. For the moment, we introduce the Gaus-
sian distribution in Eq. (21). In Sec. IV, we apply the projection
operator method to derive the corresponding terms perturbatively.

We denote the Laplace transform of ρ(r, t) and jr(r, t) with
respect to t by ρ̂(r, s) and ĵr(r, s), respectively. By the Laplace
transform of Eq. (25), we obtain,

ĵr(r, s) − τD(s)jr(r, 0) = −[D(s)( ∂
∂r

ρ̂(r, s) + 1

kBT

∂U

∂r
ρ̂(r, s))

− τD(s)κrρ̂(r, s)δ(r − σ)
4πr2

], (35)

where D(s) = D/(1 + sτD) and τD(s) = τD/(1 + sτD) are intro-
duced. By substituting Eq. (35) into the Laplace transform of
Eq. (24), we find

sρ̂(r, s) − ρ(r, 0) + τD(s) 1
r2

∂

∂r
r
2
jr(r, 0)

=
1

r2
∂

∂r
D(s)r2 ∂

∂r
ρ̂(r, s) − κρ̂(r, s)δ(r − σ)

4πr2

− τD(s) 1
r2

∂

∂r
r
2κrρ̂(r, s)δ(r − σ)

4πr2
, (36)

where the potential function is set equal to zero for simplicity.
Equations (24) and (25) can be expressed as the modified

telegraph equation given by a function of ρ(r, t) alone:
τD

∂
2

∂t2
ρ(r, t) + ∂

∂t
ρ(r, t) = 1

r2
∂

∂r
Dr

2( ∂
∂r

ρ(r, t) + 1

kBT

∂U

∂r
ρ(r, t))

− (κ + τD ∂

∂t
κ)ρ(r, t)δ(r − σ)

4πr2

− τD
1

r2
∂

∂r
r
2κrρ(r, t)δ(r − σ)

4πr2
, (37)

where the boundary condition must be given by22,24

( ∂
∂r

ρ(r, t) + 1

kBT

∂U

∂r
ρ(r, t))∣

r=σ−ε
= 0. (38)

In the Laplace domain, Eq. (37) can be expressed as

sρ̂(r, s) − ρ(r, 0) − τD(s)[ ∂

∂t
ρ(r, t)∣

t=0

+ κρ(r, 0)δ(r − σ)
4πr2

]
=

1

r2
∂

∂r
D(s)r2 ∂

∂r
ρ̂(r, s) − κρ̂(r, s)δ(r − σ)

4πr2

− τD(s) 1
r2

∂

∂r
r
2κrρ̂(r, s)δ(r − σ)

4πr2
, (39)

whereU = 0 is assumed and we take into account that the right-hand
side of Eq. (37) contains the term

−τD
∂

∂t
κρ(r, t)δ(r − σ)

4πr2
.

We consider the case of the homogeneous initial conditions

ρ(r, 0) = H(r − σ), ∂

∂t
ρ(r, t)∣

t=0

= 0, jr(r, 0) = 0, (40)

where H(x) = 1 for x > 0 otherwise zero; ∥H(x) = 1 − θ(−x)∥.
When the initial conditions are given by Eq. (40), both Eqs. (36) and
(39) reduce to,

sρ̂(r, s) − ρ(r, 0) = 1

r2
∂

∂r
D(s)r2 ∂

∂r
ρ̂(r, s) − κρ̂(r, s)δ(r − σ)

4πr2

− τD(s) 1
r2

∂

∂r
r
2κrρ̂(r, s)δ(r − σ)

4πr2
, (41)

which will be also derived using the projection operator method in
Sec. IV. Therefore, Eq. (41) can be derived either from Eqs. (24) and
(25) (the Cattaneo–Vernotte differential model) with the initial con-
dition given by jr(r, 0) = 0 or from Eq. (37) (the modified telegraph
equation) for the initial condition given by Eq. (40). It should be
reminded that the first initial condition of Eq. (40) is not required
to derive Eq. (41) from Eqs. (24) and (25) (the Cattaneo–Vernotte
differential model); the initial condition for ρ(r, 0) can be chosen
arbitrary. Moreover, the first initial condition of Eq. (40) should
be given by H(r − σ) rather than θ(r − σ) because of the fourth
term in Eq. (39). In these senses, it might be preferable to use
the Cattaneo–Vernotte differential model rather than the modified
telegraph equation as already concluded previously.8

By multiplying ∫ ∞σ−ε4πr2dr on both sides of Eq. (41) and

introducing p̂(s) = ∫ ∞σ−ε4πr2drρ̂(r, s) with p(0) = 1, we obtain
sp̂(s) − 1 = −κρ̂(σ, s), (42)

where the partial integration was performed to evaluate the last
term associated with κr in Eq. (41). By applying the inverse Laplace
transform, we obtain from Eq. (42),

d

dt
p(t) = −κρ(σ, t), (43)

and the rate coefficient can be given by (see Appendix B),

k(t) = κρ(σ, t), (44)

which can be expressed in the Laplace domain as k̂(s) = κρ̂(σ, s). In
principle, the reaction rate coefficient should be obtained by taking
the limit of ε→ 0 after the inverse Laplace transform of κρ̂(σ, s),
where the reflecting boundary condition is set at σ − ε. Here, we
assume that the limits are exchangeable.

It is instructive to express Eq. (41) in the time domain as

∂

∂t
ρ(r, t) = ∫ t

0
dt1 exp(− t − t1

τD
)[ 1

r2
∂

∂r

D

τD
r
2 ∂

∂r
ρ(r, t1)

−

1

r2
∂

∂r
r
2κrρ(r, t1)δ(r − σ)

4πr2
] − κρ(r, t)δ(r − σ)

4πr2
. (45)

The term multiplied by κr is coupled to the memory kernel, whereas
the term multiplied by κ is not coupled to the memory kernel. The
term multiplied by κr indicates a reduction of the current density by
the positive correlation between the velocity vector and the inward
normal component of the velocity vector at the contact distance,
as explained below Eq. (29). The memory kernel multiplied to κr
represents the competition of the current density associated with
collision-induced reaction and the diffusive flux during momentum
relaxation (i.e., an inertial effect).
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IV. PROJECTION OPERATOR METHOD

Here, we apply the projection operator method to Eq. (6) to
obtain a closed equation for ρ(r, t). In Eq. (6), an explicit expression
of R(r,v, t) is substituted in ℒ1; using Eq. (13), we first consider
ℒ1 =ℒL +ℒR, whereℒR is given by,

ℒR = n ⋅ v fr(∣vz ∣)θ(−n ⋅ v)δ(r − σ). (46)

We define the projection operator for any function𝒪(r,v) as4,21,34,48
𝒫𝒪(r,v) = geq(v)∫ dv𝒪(r,v), (47)

and the complementary projection operator by

𝒬 = 1 −𝒫. (48)

We note thatℒ0geq(v) = 0 and
𝒫ℒ0 ⋅ ⋅ ⋅ = 0, (49)

where we used the fact that geq(v) exponentially goes to zero as∣vi∣→∞. Following the conventional projection operator formal-
ism usingℒ =ℒ0 +ℒ1, we first introduce34

∂

∂t
𝒫f (r,v, t) =𝒫(ℒ𝒫f +ℒ𝒬 f ), (50)

∂

∂t
𝒬 f (r,v, t) = 𝒬(ℒ𝒬 f +ℒ𝒫f ). (51)

The solution of Eq. (51) can be formally expressed as

𝒬 f (r,v, t) = ∫ t

0
dt1exp ∥(t − t1)𝒬ℒ∥𝒬ℒ𝒫f (r,v, t1)

+ exp (t𝒬ℒ)𝒬 f0, (52)

where f0 = f (r,v, 0). By substituting Eq. (52) into Eq. (50), we can
express the formally closed equation𝒫f (r,v, t) as

∂

∂t
𝒫f (r,v, t) =𝒫ℒ𝒫f (r,v, t) +𝒫ℒ∫

t

0
dt1 exp ∥(t − t1)𝒬ℒ∥

×𝒬ℒ𝒫f (r,v, t1) +𝒫ℒ exp (t𝒬ℒ)𝒬 f0. (53)

We consider the case of an initial equilibrium velocity distribu-
tion f0 = ρ(r, 0)geq(v) and find𝒬 f0 = 0 because𝒫geq(v) = geq(v).
By noting that ℒ0𝒫 = 0 using ℒ0geq(v) = 0 and Eq. (49), we can
simplify Eq. (53) to

∂

∂t
𝒫f (r,v, t) =𝒫ℒ1𝒫f (r,v, t) +𝒫ℒ1∫

t

0
dt1

× exp ∥(t − t1)𝒬ℒ∥𝒬ℒ1𝒫f (r,v, t1). (54)

Because geq(v) exponentially goes to zero as ∣v∣→∞, we have

𝒫
∂

∂v
⋅ ⋅ ⋅𝒫f = 0; (55)

we also have𝒫v ⋅ ⋅ ⋅𝒫f = 0. Equation (54) is further simplified to

∂

∂t
𝒫f (r,v, t) =𝒫ℒR𝒫f +𝒫(−v ⋅ ∂

∂r
+ℒR)∫ t

0
dt1

× exp ∥(t − t1)𝒬ℒ∥𝒬ℒ1𝒫f (r,v, t1). (56)

By applying perturbation expansion for the reaction sink term and
the streaming term, we obtain the lowest-order approximation by
changing (t − t1)𝒬ℒ to (t − t1)ℒ0, where Eq. (49) is used; we also
obtain

∂

∂t
ρ(r, t) ≈ ∫ dvℒRgeqρ +∫ dv(−v ⋅ ∂

∂r
+ℒR)

×∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒ1geqρ(r, t1), (57)

where 𝒫f = geqρ. Using Eq. (26), we can express ∫ dvℒRgeq
= −κ/(4πσ2)δ(r − σ) and

∂

∂t
ρ(r, t) = −κρ(r, t)δ(r − σ)

4πσ2
+∫ dv(−v ⋅ ∂

∂r
+ℒR)

×∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒ1geqρ(r, t1). (58)

We here further study the last term in Eq. (58). By introducing

∂

∂v
geq(v) = − μv

kBT
geq(v), (59)

we obtain

ℒLgeqρ(r, t1) = −v ⋅ ( ∂

∂r
+

1

kBT

∂U

∂r
)geqρ(r, t1). (60)

Because vgeq is the eigen vector of the operatorℒ0,

ℒ0vgeq = −
1

τD
vgeq, (61)

and𝒫vgeq = 0; we therefore obtain

exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1) = exp ∥−(t − t1)/τD∥ℒLgeqρ(r, t1).
(62)

Part of Eq. (57) can be expressed as

−∫ dvv ⋅
∂

∂r
exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1)

= −∫ dvv ⋅
∂

∂r
exp ∥−(t − t1)/τD∥ℒLgeqρ(r, t1). (63)

Using Eq. (22), we obtain

−∫ dvv ⋅
∂

∂r
∫

t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1)

= ∫
t

0
dt1 exp ∥−(t − t1)/τD∥ ∂

∂r

⋅ [ D
τD
( ∂

∂r
+

1

kBT

∂U

∂r
)]ρ(r, t1). (64)

Similarly, we consider

−∫ dvv ⋅
∂

∂r
∫

t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒRgeqρ(r, t1). (65)
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By introducing Eq. (46), we have

ℒRgeqρ(r, t1) = −n ⋅ v fr(∣vz ∣)θ(−n ⋅ v)δ(r − σ)geqρ(r, t1). (66)

Using Eq. (61) and𝒫vgeq = 0, we obtain

∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒRgeqρ(r, t1)
= ∫

t

0
dt1 exp ∥−(t − t1)/τD∥ℒRgeqρ(r, t1). (67)

By introducing Eq. (27), we find

∫ dvvℒRgeqρ(r, t1) = κ⃗ρ(r, t1)δ(r − σ)
4πσ2

(68)

and obtain

∫ dvv ⋅
∂

∂r
∫

t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒRgeqρ(r, t1)

= ∫
t

0
dt1 exp ∥−(t − t1)/τD∥ ∂

∂r
⋅ κ⃗ρ(r, t1)δ(r − σ)

4πσ2
. (69)

Finally, we consider

∫ dvℒR∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒ1geqρ(r, t1)

≈ ∫ dvℒR∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1), (70)

in Eq. (57), where we substitutedℒL forℒ1 as the lowest order in the
perturbation expansion. By substituting Eq. (60) and using Eq. (62),
we obtain

∫ dvℒR∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1)

= −∫ dvℒR∫
t

0
dt1 exp ∥−(t − t1)/τD∥v

⋅ ( ∂

∂r
+

1

kBT

∂U

∂r
)geqρ(r, t1). (71)

Using Eq. (68), we can express Eq. (71) as

∫ dvℒR∫
t

0
dt1 exp ∥(t − t1)ℒ0∥𝒬ℒLgeqρ(r, t1)

= −∫
t

0
dt1 exp ∥−(t − t1)/τD∥δ(r − σ)

4πσ2
κ⃗

⋅ ( ∂

∂r
+

1

kBT

∂U

∂r
)ρ(r, t1)

= 0, for ε→ 0, (72)

where the reflecting boundary condition given by Eq. (38) is intro-
duced in the limit of ε→ 0. In principle, the limit of ε→ 0 should be
taken after obtaining the reaction rate coefficient; however, this term
can be shown to not contribute to the final expression. Note that the
derivative with respect to r is not applied to the delta-function. If
the derivative with respect to r is applied to the delta-function, as in
Eq. (69), we should not take this limit.

By collecting Eqs. (57), (64), (69), and (72), we obtain

∂

∂t
ρ(r, t) = ∫ t

0
dt1 exp(− t − t1

τD
) ∂

∂r
⋅ [ D

τD
( ∂

∂r
+

1

kBT

∂U

∂r
)]

× ρ(r, t1) − κρ(r, t)δ(r − σ)
4πσ2

−∫
t

0
dt1 exp(− t − t1

τD
) ∂

∂r
⋅ κ⃗ρ(r, t1)δ(r − σ)

4πσ2
, (73)

where κ is given by Eq. (32) and κ⃗ can be expressed as κ⃗ = κrn using
κr given by Eq. (34). In this way, Eq. (45) is reproduced using the pro-
jection operator method. When the time convolution is decoupled,
the time integration gives the factor τD multiplied to D/τD and κ⃗ in
Eq. (73). In isotropic systems, we can express τDκr = 2πσ

2D using
Eqs. (22) and (34).

Thus far, we have considered the case of collision-induced
reactions, where the intrinsic reaction rate constant depends on
the velocity, as shown by the multiplication factor of f (σ,v, t) in
Eq. (12). For electron transfer and energy transfer, the intrinsic reac-
tion rate constant can be independent of the reactant velocity. When
the intrinsic reaction rate constant is independent of the reactant
velocity and is localized, the intrinsic reaction rate constant can be
expressed as

R(v, r, t) = κi

4πσ2
f (σ,v, t)δ(r − σ). (74)

We can expressℒR as

ℒR = −κi f (σ,v, t)δ(r − σ) (75)

instead of Eq. (46) and obtain ∫ dvℒRgeq = −∥κi/(4πσ2)∥δ(r − σ).
We then have

∫ dvvℒRgeqρ(r, t1) = 0, (76)

instead of Eq. (68) because κ⃗ = 0 when the intrinsic reaction rate
constant is given by Eq. (74). In this case, we obtain

∂

∂t
ρ(r, t) = ∫ t

0
dt1 exp(− t − t1

τD
) ∂

∂r
⋅ [ D

τD
( ∂

∂r
+

1

kBT

∂U

∂r
)]

× ρ(r, t1) − κiρ(r, t)δ(r − σ)
4πσ2

(77)

instead of Eq. (73).

V. ANALYTICAL SOLUTION

We solve Eq. (73) in the Laplace domain for U = 0 expressed as

sρ̂(r, s) − ρ(r, 0) = 1

r2
∂

∂r
D(s)r2 ∂

∂r
ρ̂(r, s) − κρ̂(r, s)δ(r − σ)

4πr2

− τD(s) 1
r2

∂

∂r
r
2κrρ̂(r, s)δ(r − σ)

4πr2
, (78)

whereD(s) = D/(1 + sτD) and τD(s) = τD/(1 + sτD). The long-time
limit of the rate coefficient as well as the initial rate coefficient will be
derived from the analytical expression of the rate coefficient in the
Laplace domain.
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The Green’s function for

sρ̂(r, s) − δ(r − ri)
4πr2

=
1

r2
∂

∂r
r
2
D(s) ∂

∂r
ρ̂(r, s), (79)

is given by

Ĝε(r, ri, s) = 1

8πD(s)ζ(s)rri [ exp ∥−∣r − ri∣ζ(s)∥
−

1 − σiζ(s)
1 + σiζ(s) exp ∥−(r + ri − 2σi)ζ(s)∥], (80)

where ζ(s) =√s/D(s), and σi = σ − ε is introduced because of the
reflecting boundary condition at r = σ − ε. The formal solution can
be expressed using the Green function as

ρ̂(r, s) = 1

s
− κĜε(r, σ, s)ρ̂(σ, s) − 4πτD(s)∫ ∞

σ−ε
dr0Ĝε(r, r0, s)

×

∂

∂r0
r
2
0κrρ̂(r0, s)δ(r0 − σ)

4πr20
, (81)

where we used

lim
ε→0
∫
∞

σ−ε
4πr2i driĜε(σ, ri, s)ρ(ri, 0) = 1, (82)

for the initial uniform distribution with a reflecting boundary condi-
tion at r = σ − ε. By performing the partial integration, the last term
in Eq. (81) can be rewritten as

4πτD(s)∫ ∞

σ−ε
dr0Ĝε(r, r0, s) ∂

∂r0
r
2
0κrρ̂(r0, s)δ(r0 − σ)

4πr20

= −τD(s)κrρ̂(σ, s) ∂

∂r0
Ĝε(r, r0, s)∣

r0=σ

. (83)

By substituting Eq. (83) into Eq. (81), a closed equation for ρ̂(σ, s)
can be obtained,

ρ̂(σ, s) = 1

s
− κĜε(σ, σ, s)ρ̂(σ, s)
+ τD(s)κrρ̂(σ, s) ∂

∂r0
Ĝε(σ, r0, s)∣

r0=σ

. (84)

There remains a subtlety in the boundary condition. Depending on
the limit, we have

lim
ε→0

lim
r→σ

∂

∂r
Ĝε(σ, r, s) = 0 for σ > r, (85)

lim
ε→0

lim
r→σ

∂

∂r
Ĝε(σ, r, s) = − 1

4πσ2D(s) for r > σ. (86)

Ĝε(σ, r, s) is not differentiable at the point r = σ where the first
derivative of ∣x∣ with respect to x is used when performing the
derivative with respect to ri for Eq. (80) by applying the chain rule
for calculating the derivative of composition of ∣x∣ and x = r − ri.
We, therefore, consider Eq. (85) or (86). In the limit of ε→ 0, r
approaches σ from the side satisfying r > σ rather than the side
satisfying r < σ; by considering that the physical meaningful limit
towards the reaction surface is r → σ+, we use Eq. (86) rather than

Eq. (85). Equation (86) is also consistent with the previous theo-
retical model, where a division into inner and outer spatial regions
separated by a boundary is introduced.21 By adopting Eq. (86) and
using Eq. (84), we obtain

ρ̂(σ, s) = lim
ε→0

1

s
(1 + κĜ ε(σ, σ, s) + τD

4πσ2D
κr)−1. (87)

Using Eq. (42), we obtain the Laplace transform of the reaction
rate coefficient, k(t), as

k̂(s) = lim
ε→0

κρ̂(σ, s) = κ

s
(1 + κĜ 0(σ, σ, s) + τD

4πσ2D
κr)−1, (88)

where the limit of ε→ 0 is taken and Ĝ0(σ, σ, s) can be expressed as

Ĝ0(σ, σ, s) = 1 + sτD
4πσD

1

1 + σ
√
s(1 + sτD)/D . (89)

Assuming that in Eq. (87) the limits as r0, r → σ and inverse Laplace
transformation are commutative, we can conclude: Eq. (88) is
the exact reaction rate coefficient in the Laplace domain for the
Cattaneo–Vernotte differential model.

When κr = 0, Eq. (88) can be expressed as

k̂(s) = lim
ε→0

κρ̂(σ, s) = 1

s
(1
κ
+ Ĝ 0(σ, σ, s))−1. (90)

The long-time reaction rate coefficient can be obtained as

k∞ = lim
ε→0

lim
s→0
(1
κ
+ Ĝ ε(σ, σ, s))−1 (91)

= [1
κ
(1 + τD

σ

κr
4πσD

) + 1

4πσD
]−1 (92)

= [1
κ
(1 + fr

2
) + 1

4πσD
]−1, (93)

where Eq. (34) is substituted and κ is given by Eq. (32). [The result

is the same as that obtained from k∞ = lims→0sk̂(s).] For collision-
induced reactions without reflection at the contact distance, we have
fr = 1. For fr = 1, κ is effectively reduced to 2κ/3 in Eq. (93). As
explained below Eq. (29), the inward current density is reduced by
the positive correlation between the velocity vector and the inward
normal component of the velocity vector at the contact distance.
This effect reduces κ to 2κ/3 for collision-induced reactions without
reflection at the contact distance in the lowest order of the per-
turbation expansion for the reaction sink term and the streaming
term. The persistence of inertial effects on the reduction of the reac-
tion rate coefficient has been also observed by Langevin dynamic
simulations.13

The aforementioned results can be compared to the long-time
rate coefficient obtained by assuming κr = 0 given by

k
(0)
∞ = [1

κ
+

1

4πσD
]−1. (94)

In the opposite limit of t → 0, kf = k(0) can be estimated from
kf = lims→∞sk(s). We obtain

kf = [1
κ
(1 + τD

σ

κr
4πσD

) + 1

4πσ2

√
τD
D
]−1 (95)
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using Eq. (88) and obtain

k
(0)
f = [1

κ
+

1

4πσ2

√
τD
D
]−1 (96)

by assuming κr = 0. The physical origin of this sudden drop of the
initial rate coefficient from the equilibrium value κ was discussed in
Ref. 8.

VI. NUMERICAL RESULTS

The Fokker–Planck–Kramers equation is the continu-
ous description in phase space under Markovian momentum
relaxation.16,18,20–23,25–28 The assumption of Markovian momentum
relaxation might be justified if the mean free path is suffi-

ciently smaller than the contact distance.
√
kBT/(2 μ) indicates

the mean velocity of reactants in thermal equilibrium, and

ℓv =
√
kBT/(2 μ)τD can be interpreted as the mean free path that

reactants are able to travel during the momentum relaxation time(τD) when a reaction is absent. The condition that the mean free
path is smaller than the contact distance can be expressed by

τD

√
kBT

2μ
< σ. (97)

If Eq. (97) is satisfied, momentum can be relaxed by successive
collision-induced events and the memory of successive collision-
induced events can be lost before the reactant moves at a distance
characterized by σ. The mean free path, ℓv , divided by the contact
distance corresponds to the Knudsen number in hydrodynamics,
which is required for a continuum description of reactants. Under
the condition ℓv/σ < 1, we take into account the effect of a reaction
in the Fokker–Planck–Kramers equation. In this section, we present
the results under ℓv/σ < 1.

For simulations, we rewrite Eqs. (24) and (25) with U = 0. By
multiplying both sides of Eq. (24) by 4π∫ σ+ε

σ−ε drr
2 and taking the limit

of ε→ 0, we obtain

∂

∂t
ρ(r, t) + 1

r2
∂

∂r
r
2
jr(r, t) = 0, (98)

with the boundary condition given by

jr(σ, t) = −κρ(σ, t)
4πσ2

, (99)

which is equivalent to Eq. (24) with the boundary condition given
by jr(σ − ε, t) = 0 if the limit of ε→ 0 limit is taken when calculating
the reaction rate coefficient. The kinetic equation for jr(r, t) is given
by Eq. (25) with U = 0 as

∂

∂t
jr(r, t) = − 1

τD
[jr(r, t) +D ∂

∂r
ρ(r, t) − τDκrρ(r, t)δ(r − σ)

4πr2
].
(100)

We here study the effect of the momentum relaxation time(τD) on the long-time rate coefficient. For this purpose, we use τc
= σ
√
2 μ/(kBT) as the time unit. We introduce dimensionless radial

coordinate ζ = r/σ, time τ = t/τc, Jr = jrτc/σ, Dn = Dτc/σ2 = 2τD/τc,
κn = κτc/σ3 = 4√π fr, and κrn = κrτDτc/σ4 = 2π(τD/σ)√2kBT/μ fr,

which is proportional to τD. By considering that D = τDkBT/μ is
also proportional to τD, we express κrn = 2πDn fr for numerical
evaluation.

Using Eqs. (98) and (100), we obtain the rate coefficient in the
long-time limit from k∞n = 4πJrs(1) by numerically solving

∂

∂ζ
ζ2Jrs(ζ) = 0, (101)

Jrs(ζ) +Dn
∂

∂ζ
ρs(ζ) − κrnρs(ζ)δ(ζ − 1)

4π
= 0, (102)

with the boundary condition given by

Jrs(1) = − κn
4π

ρs(1), (103)

and ρs(ζmax) = 1; steady states are labeled with the subscript “s.”
We use the Lorentzian representation of the delta-function given
by fd1(ζ) = 2η/∥π(ζ2 + η2)∥ with η = 10−6, where the normalization
is given by ∫ ∞0 dx fd1(ζ) = 1. We also use the Lorentzian repre-

sentation of the delta-function given by fd2(ζ) = η/∥π(ζ2 + η2)∥ by
changing the delta-function in Eq. (102) by δ(ζ − 1 − 5η) by notic-
ing ∫ ∞1 dζ fd2(ζ) ≈ 0.94. The factor 5η with η = 10−6 corresponds
to ε representing the difference between the contact distance (σ),
where the reaction sink term is located, and σ − ε, where the reflect-
ing boundary is located; here, the reflecting boundary is set at ζ = 1.
As shown in Fig. 1, the numerical results for k∞n obtained using
Eqs. (101)–(103) and ζmax = 100 are not influenced by the choice
of Lorentzian representation nor by changing η to η = 10−4 (results
not shown) for fr = 1 and fr = 0.2. The results of Eq. (94), where
κr is ignored, can be regarded as the upper bound of the long-time
rate coefficient. The numerical results are close to the exact results
obtained from Eq. (93); they are consistent with each other.

By decreasing D, which is proportional to τD, we can approxi-
mate the long-time rate coefficient by the diffusion-controlled rate.
In Fig. 1, the diffusion-controlled limit is shown by the black short-
dashed line. The diffusion-controlled rate coefficient is given by

FIG. 1. Dimensionless rate coefficient ∥(k∞/σ2)
√

2 μ/(kBT)∥ in the long-time

limit obtained using Eqs. (101)–(103) is shown against Dn = (D/σ)
√

2 μ/(kBT)
for (κ/σ2)

√
2 μ/(kBT) = 4

√
π fr, where ζmax = 100. (a) and (b) show the

results for fr = 1 and fr = 0.2, respectively. Circles and crosses indicate the
numerical results obtained using the Lorentzian representation of the delta-
function 2η/∥π(ζ2

+ η2)∥ with η = 10−6 and the Lorentzian representation of

the delta-function η/∥π(ζ2
+ η2)∥ located at distance 5η shifted outward from

the reflecting boundary, respectively. The black short-dashed line is the diffusion-
controlled limit of 4πDn. The black long-dashed line indicates the results for κr = 0
given by Eq. (94). The red thick line indicates the results obtained using Eq. (93).
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4πσD, which is proportional to the contact distance. In the reaction-
controlled limit, the long-time rate coefficient is limited by the

rate constant expressed by κ = 2σ2
√
2πkBT/μ fr [Eq. (32)], which is

proportional to the square of the contact distance because of the scat-
tering cross-sectional area for the ballistic motion of reactants. With
an increase inD, the long-time rate coefficient is more limited by the
reaction.

When the intrinsic reaction rate constant is independent of
the reactant velocity and is localized, we obtain κr = 0, as shown by
Eq. (76). In this case, the long-time rate constants are not influenced
by the inertial effect and can be obtained from Eq. (94), which is not
influenced by τD except through the diffusion constant. In Fig. 2,
the solid lines are the same as the black long-dashed lines in Fig. 1.
The numerical solutions of Eqs. (101)–(103) using fd1(ζ) for κr = 0
are close to the values obtained from Eq. (94). Conversely, the influ-
ence of the inertial effect remains in the values of the long-time rate
constants, as evidenced by the results in Fig. 1, when the intrinsic
reaction rate constant depends on the reactant velocity.

VII. CONCLUSION

Although the Cattaneo–Vernotte model has been widely stud-
ied to take into account momentum relaxation in transport equa-
tions, the effect of reactions on the Cattaneo–Vernottemodel has not
yet been fully elucidated. How current density associated with reac-
tions can be expressed in the Cattaneo–Vernotte model is unclear.
We derived the effect of a reaction on the Cattaneo–Vernotte model
using the Fokker–Planck–Kramers equation.

We took into account momentum relaxation by applying the
projection operator method to the Fokker–Planck–Kramers equa-
tion with a reaction sink term describing reactions. In the absence of
a reaction sink term, a modified Smoluchowski equation including a
memory kernel could be derived. In the lowest order of the perturba-
tion expansion for the reaction sink term and the streaming term, we

FIG. 2. The dimensionless rate coefficient ∥(k∞/σ2)
√

2 μ/(kBT)∥ in the long-
time limit obtained using Eqs. (101)–(103) for κr = 0 is shown against Dn

= (D/σ)
√

2 μ/(kBT) for (κ/σ2)
√

2 μ/(kBT) = 4
√
π fr, where ζmax = 100.

The upper red solid lines and circles and the lower black solid lines and circles indi-
cate fr = 1 and fr = 0.2, respectively. Circles indicate the numerical solutions of
Eqs. (101)–(103) for κr = 0. The black short-dashed line is the diffusion-controlled
limit of 4πDn. The thick lines indicate the results for κr = 0 given by Eq. (94).

obtain the modified Smoluchowski equation generalized to include
two reaction terms [Eq. (73) ] for collision-induced reactions, where
the intrinsic reaction rate constant depends on the relative velocity
of reactants. The term multiplied by κr is coupled to the memory
kernel, whereas the term multiplied by κ is not coupled to the mem-
ory kernel; the term multiplied by κr represents the competition of
the current density associated with a collision-induced reaction and
the diffusive flux during momentum relaxation. We showed that the
current density is reduced by the positive correlation between the
velocity vector and the inward normal component of the velocity
vector at the contact distance. Without κr, the reaction rate coeffi-
cient is overestimated. Equation (73) can be rewritten in the form
of a generalized reaction–telegraph equation [Eq. (37)], where a
reaction–telegraph equation is generalized to include the reduction
effect of the current density by the positive correlation of the current
density at the contact distance. We also derived the same equation
as Eq. (73) by introducing decoupling between the configurational
distribution and the momentum distribution, where an equilibrium
Maxwell (Gaussian) distribution is assumed for the momentum.

The long-time rate coefficient turned out to be influenced by κr;
the intrinsic reaction rate constant in the expression of the long-time
rate coefficient reduces to 2/3 of the original value for a collision-
induced reaction without reflection at the contact distance in the
lowest order of the perturbation expansion for the reaction sink
term and the streaming term. The persistent inertial effects that
reduce the reaction rate coefficient are consistent with the results of
Langevin dynamic simulations.13 Moreover, we examined the long-
time rate coefficient by changing the momentum relaxation time
denoted by τD. The diffusion constant is proportional to τD, whereas
the reaction rate constants such as κ and κr are independent of τD.
When τD is small, the long-time rate coefficient can be approxi-
mated by the diffusion controlled rate, which is given by 4πσD and
is proportional to the contact distance. When τD is increased, the
long-time rate coefficient is influenced by the rate constant given by

κ = 2σ2
√
2πkBT/μ [Eq. (32)] and is proportional to the square of the

contact distance; in the reaction-controlled limit, reactions proceed
by ballistic collisions.

For electron transfer and energy transfer, the intrin-
sic reaction rate constant in the reaction sink term of the
Fokker–Planck–Kramers equation can be independent of the
reactant velocity. When the intrinsic reaction rate constant is
independent of the reactant velocity and is localized, we have κr = 0;
the aforementioned reduction of the long-time rate coefficient is
absent in this case.

For brevity, we ignored the liquid structure factor and
the hydrodynamic effect, which might influence reaction
kinetics.11,15,46,49,50 The hydrodynamic effect can be taken into
account by the relative distance dependence in the diffusion con-
stant. The structure factor can be taken into account by introducing
the potential of mean force. Although we considered a simplified
model, we found that the inertial effect reduces the long-time
reaction rate coefficient for a collision-induced reaction.
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APPENDIX A: DERIVATION OF EQ. (10)

The Fokker–Planck–Kramers equation without the reaction
sink term must be conservative, and we infer

∫
r≥σ−ε

dr∫ dv[− ∂

∂r
⋅ v +

∂

∂v

1

μ
⋅

∂U

∂r
+

∂

∂v

1

τD
⋅ (v + kBT

μ

∂

∂v
)]

f (r,v, t) = 0, (A1)

where a reflecting boundary condition is set at r = σ − ε by assum-
ing isotropy. Provided function f (r,v, t) vanishes exponentially as∣v∣→∞, we arrive at

∫ dv
∂

∂v

1

τD
⋅ (v + kBT

μ

∂

∂v
) f (r,v, t) = 0, (A2)

∫ dv
∂

∂v

1

μ
⋅

∂U

∂r
f (r,v, t) = 0. (A3)

We then must have

∫
r≥σ−ε

dr∫ dv
∂

∂r
⋅ v f (r,v, t) = 0. (A4)

We assume the initial equilibrium reactant distribution. Using the
divergence theorem and assuming that the influence of a reaction
on the current density at the infinity distance is negligible,

− lim
r→∞
∫ dvn ⋅ v f (r,v, t) = 0, (A5)

we obtain

∫ dvn ⋅ v f (r,v, t)∣
r=σ−ε

= 0, (A6)

for the isotropic distribution of reactants.

APPENDIX B: DERIVATION OF THE REACTION RATE
COEFFICIENT [EQ. (44)]

We consider bimolecular reaction between the reactants
denoted by A and the reactants denoted by B, where the volume
number density of B denoted by cB is larger than the volume num-
ber density of A. The survival probability of A is denoted by S(t),
which is the probability of finding A survived from the bimolecu-
lar reaction with B at time t. We also introduce the number of B
reactants in the spherical volume (V) by NB = cBV , where the vol-
ume is expressed as V = 4π∥r3o − (σ − ε∥3)/3 using ro representing
the distance to an outer-spherical boundary from the center of A.
Note that the pair correlation function approaches 1 as r →∞; ro
should be large enough to ensure ∫ ro

σ−ε4πr
2drρ(r, 0) ≈ V . When A is

surrounded by B reactants, the survival probability of A decays by
reaction to one of NB B-reactants, which can be expressed as

S(t) = (∫ ro

σ−ε
4πr2drρ(r, t)/∫ ro

σ−ε
4πr2drρ(r, 0))NB

, (B1)

where the pair correlation function associated with each B reactant
is assumed to be independent and identical, therefore is given by
using the same expression, ρ(r, t). From the definition, S(0) = 1 is
satisfied. By taking the thermodynamic limit, S(t) is related to ρ(r, t)
as51

S(t) = lim
ro→∞

(1 − 1

V ∫
ro

σ−ε
4πr2dr∥ρ(r, 0) − ρ(r, t)∥)cBV (B2)

= exp [−cB∫ ∞

σ−ε
4πr2dr∥ρ(r, 0) − ρ(r, t)∥], (B3)

where S(0) = 1 can be confirmed. Note that the original derivation
by Tachiya is formulated in terms of the pair survival probability of
B, which is given by the probability that B with the initial separation
of r from A will survive at time t;51 obviously, the derivation can be
directly applied to the pair correlation function, where r indicates the
separation at time t instead of the initial separation.52 The first-order
reaction rate coefficient of A can be given by,

ks(t) = −[ d
dt
S(t)]/S(t) = −cB∫ ∞

σ
4πr2dr

d

dt
ρ(r, t) = cB d

dt
p(t).
(B4)

Here, we consider the second-order reaction rate coefficient given
by k(t) = ks(t)/cB.
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